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Abstract: Medical and scientific advances are predicated on new knowledge that is robust and reliable and that serves as a solid foundation on which further advances can be built. In biomedical research, we are in the midst of a revolution with the generation of new data and scientific publications at a previously unprecedented rate. However, unfortunately, there is compelling evidence that the majority of these discoveries will not stand the test of time. To a large extent, this reproducibility crisis in basic and preclinical research may be as a result of failure to adhere to good scientific practice and the desperation to publish or perish. This is a multifaceted, multistakeholder problem. No single party is solely responsible, and no single solution will suffice. Here we review the reproducibility problems in basic and preclinical biomedical research, highlight some of the complexities, and discuss potential solutions that may help improve research quality and reproducibility. (Circ Res. 2015;116:116-126. DOI: 10.1161/CIRCRESAHA.114.303819.)
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Problem
As physicians and scientists, we want to make a contribution that alters the course of human health. We all want to make our mark by discovering something that really makes a difference. Yet most of the common diseases that we study are exceedingly complex. Our knowledge is fragmentary. Many, perhaps most of our models are naive and our constructs are often rough approximations of the truth. Eventually, we may see in our own research efforts and results what we want to see: promising findings and nice discoveries. This seeming success may not be reproducible. Yet robust, reproducible research is the foundation on which advances are built.

Against the reality of the diseases we want to cure, there is a real opportunity that we can more readily address. Although this would involve widespread changes and demand a critical re-evaluation of our processes, this is an opportunity that could have substantial benefit. The opportunity is to introduce, demand, and reward a level of rigor and robustness in designing, conducting, reporting, interpreting, validating, and disseminating research that is currently lacking from many areas of biomedical research.

Over the recent years, there has been an increasing recognition of the weaknesses that pervade our current system of basic and preclinical research. This has been highlighted empirically in preclinical research by the inability to replicate the majority of findings presented in high-profile journals.1-3 The estimates for irreproducibility based on these empirical observations range from 75% to 90%. These estimates fit remarkably well with estimates of 85% for the proportion of biomedical research that is wasted at-large.4-9 This irreproducibility is not unique to preclinical studies. It is seen across the spectrum of biomedical research. For example, similar concerns have been expressed for observational research where zero of 52 predictions from observational studies were confirmed in randomized clinical trials.10-12 At the heart of this irreproducibility lie some common, fundamental flaws in the currently adopted research practices. Although disappointing, this experience should probably not be surprising, and it is what one would expect also theoretically for many biomedical research fields based on how research efforts are conducted.13

Basic and preclinical research is particularly important because it forms the foundation on which future studies are built. It is preclinical research that provides the exciting, new ideas that will eventually find their way into clinical studies and new drugs that provide benefit to humankind. Yet this preclinical research is poorly predictive of ultimate success in the clinic.14,15 And it is observational research that both attracts immediate public attention and often provides the hypothesis on which interventional studies are based.

Given the controversy that has surrounded this issue, it is important to note at the outset that these concerns about the irreproducibility of science do not invalidate the validity or legitimacy of the scientific method. Rather it is the rigorous, careful application of the scientific method that has translated into genuine improvements in human health and provided the substantial benefits we have enjoyed over recent decades: the
investment in research has yielded dramatic improvement in outcomes in infectious diseases, cardiovascular disease, oncology, rheumatic diseases, and many other conditions.

At the outset, it is also important to acknowledge that not all biomedical research is assumed or expected to result in findings that have application for human health. Excellent ideas and excellent research can lead to a dead-end. That is simply the nature of research. Efficiency of 100% and waste of 0% is unlikely to be achievable. However, there is probably substantial room for improvement.

Finally, the fact that this self-critical debate is occurring openly within the scientific community reinforces the strength of our system.

**Why Is This Important?**

The key challenge is to ensure the most efficient, effective use of precious research funds. In the preclinical arena, it has become increasingly clear that the majority of preclinical research is unable to be reproduced, including by the original authors themselves.

This has long been known to be the case by large biotechnology and pharmaceutical companies that routinely seek to reproduce a scientific claim before commencing a research project. The issue is more problematic for the smaller companies and those who provide funding for these earlier stage companies, where, in proportion to their resources, the cost of attempting to reproduce a study can be substantial both in terms of money and time. Early, preclinical studies are important because they potentially form the foundation on which later studies are built to evaluate specific drugs, and other interventions, and they can also provide the framework for biomarker analyses that can be used to focus treatments more precisely.

What is difficult to quantify is the opportunity cost associated with studies that fail to replicate. Investigators who pursue a provocative and exciting idea but that is not based on robust data will consume wasted hours for an idea that is ultimately discarded. For ideas that proceed into late stages of clinical evaluation or are even adopted in clinical practice only to be discarded. For ideas that proceed into late stages of clinical evaluation or are even adopted in clinical practice only to be discarded subsequently, the cost can be enormous.

Addressing this concern is central to ensuring ongoing confidence of and support from the public. It is key that the public, who directly and indirectly provide the money to fund our research efforts and who are our most important ambassadors in advocating for the importance of scientific investigation, are confident of the processes we have in place. They need to know there is real value in the data that ultimately emerges. They, after all, are the ultimate recipients reaping the benefits of the biomedical research enterprise.

**What Constitutes Reproducibility?**

There is no clear consensus at to what constitutes a reproducible study. The inherent variability in biological systems means there is no expectation that results will necessarily be precisely replicated. So it is not reasonable to expect that each component of a research report will be replicated in perfect detail. However, it seems completely reasonable that the one or two big ideas or major conclusions that emerge from a scientific report should be validated and withstand close interrogation.

What has shaken many in the field is not that investigators are unable to precisely reproduce an experiment. That is to be expected. What is shocking is that in many cases, the big idea or major conclusion was not confirmed simply when experiments were performed by the same investigators when blinded to their test samples versus control samples. The explanation for this was evident when the precise methodology of the experiments was reviewed. Investigators typically performed their experiments in a nonblinded fashion, so they were able to see what they were anticipating to see, and their research bias was thus able to be confirmed. Observer bias has long been recognized to be a problem in preclinical studies and beyond, so this result should not be surprising. Confirmation bias in scientific investigation unavoidably makes even the best scientists prone to try to find results or interpretations that fit their preconceived ideas and theories.

In addition, empirical assessments of preclinical studies showed an array of problems, including, but not limited to, the fact that there was a failure to repeat experiments, to use legitimate controls, to validate reagents, and use appropriate statistical tests. On top of that, investigators often selected the best experiment rather than referencing the entire data set. These practices conspired to ensure that not only could individual experiments not be replicated, but that the main conclusion of the article was not substantiated.

Furthermore, it was notable that several nonreproducible publications had been cited many hundreds of times. Clinical studies were initiated based on that work. But the authors of the secondary publications had not sought to actually reproduce or falsify the findings of the original papers.

There is an acknowledged tension here. It is reasonable to expect that there will be some level of uncertainty and irreproducibility as investigators genuinely push the boundaries of current knowledge and extend into the unknown. But it is also reasonable to expect that standard research procedures, such as experimenter-blinding, will be used and that irreproducibility will be seen in the minority rather than the majority of cases.

**Has Much Changed?**

The inability to reproduce research findings is probably a long-standing problem. In the past, investigators would share privately the work that others could not reproduce. This was a key part of scientific exchange that typically took place in the corridors or bars at scientific meetings.

This is an issue across the breadth of biomedical and social sciences (for illustrative examples, see Tables 1 and 2). However, the burgeoning number of high-profile journals has given voice to many papers that, in the past, would not have received the same level of profile and exposure. Now the sheer magnitude of high-profile studies creates a challenge for any
investigator to remain current. The number of publishing scientists has grown over the years, with over 15 million scientists publishing ≥1 article that was indexed in Scopus in the period 1996–2011.49 Biomedical research is the most prolific scientific field in this regard. It is practically impossible for even the most knowledgeable expert to maintain direct knowledge of the work done by so many other scientists, even when it comes to his/her core discipline of interest.

This issue is also amplified by the public appetite for new advances. Over recent years, an increasingly informed, vocal and vigilant patient–advocate community has emerged. These groups have played an important role in helping further raise the profile of medical research. They have effectively argued for ongoing research investment. At the same time, they have maintained a clear focus on research productivity and expect to see breakthrough discoveries effectively translated into improved medicines. And a hungry media is happy to trumpet these breakthroughs to a waiting public.

### Why Is This Happening?

The vast majority of academic investigators, industry researchers, journal editors, investors, government, and certainly patients want and expect to see valuable research dollars translated into new therapies. The expectation is well founded: the evidence that biomedical research has had a profound effect on human health is undeniable. To be clear, the problem under discussion here is not one of scientific fraud. It is not a failure of the scientific method. It is a consequence of a system that is willing to overlook and ignore lack of scientific rigor and instead reward flashy results that generate scientific buzz or excitement. It is mostly an issue of how priorities are balanced and a failure to rigorously apply standard scientific methods in an increasingly competitive research environment when scientists are scrambling to get their share of a dwindling national research budget.50 Although fraud is rare, use of questionable research practices seems to affect the majority of researchers.51

### Table 1. Examples of Some Reported Reproducibility Concerns in Preclinical Studies

<table>
<thead>
<tr>
<th>Author</th>
<th>Field</th>
<th>Reported Concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ioannidis et al (2009)22</td>
<td>Microarray data</td>
<td>16/18 studies unable to be reproduced in principle from raw data</td>
</tr>
<tr>
<td>Baggerly et al (2009)23</td>
<td>Microarray data</td>
<td>Multiple; insufficient data/poor documentation</td>
</tr>
<tr>
<td>Sena et al (2010)24</td>
<td>Stroke animal studies</td>
<td>Overt publication bias: only 2% of the studies were negative</td>
</tr>
<tr>
<td>Prinz (2011)1</td>
<td>General biology</td>
<td>75% to 80% of 67 studies were not reproduced</td>
</tr>
<tr>
<td>Begley &amp; Ellis (2012)7</td>
<td>Oncology</td>
<td>90% of 53 studies were not reproduced</td>
</tr>
<tr>
<td>Neykrenko &amp; Taylor(2012)25</td>
<td>NGS data access</td>
<td>26/50 no access to primary data sets/software</td>
</tr>
<tr>
<td>Perrin (2014)26</td>
<td>Mouse, in-vivo</td>
<td>0/100 reported treatments repeated positive in studies of ALS</td>
</tr>
<tr>
<td>Tsilidis et al (2013)72</td>
<td>Neurological studies</td>
<td>Too many significant results, overt selective reporting bias</td>
</tr>
<tr>
<td>Lazic &amp; Essioux (2013)39</td>
<td>Mouse VPA model</td>
<td>Only 3/34 used correct experimental measure</td>
</tr>
<tr>
<td>Haibe-Kains et al (2013)20</td>
<td>Genomics/cell line analysis</td>
<td>Direct comparison of 15 drugs and 471 cell lines from 2 groups revealed little/no concordant data</td>
</tr>
<tr>
<td>Witwer (2013)33</td>
<td>Microarray data</td>
<td>93/127 articles were not MIAME compliant</td>
</tr>
<tr>
<td>Prassas et al (2013)42</td>
<td>Commercial ELISA</td>
<td>ELISA Kit identified wrong antigen</td>
</tr>
<tr>
<td>Baker et al (2014)34</td>
<td>Journals</td>
<td>Top tier fail to comply with agreed standards for animal studies</td>
</tr>
<tr>
<td>Vaux (2012)35</td>
<td>Journals</td>
<td>Failure to comply with their own statistical guidelines</td>
</tr>
</tbody>
</table>

ALS indicates amyotrophic lateral sclerosis; MIAME, minimum information about a microarray experiment; NGS, next generation sequencing; and VPA, valproic acid (model of autism).

### Table 2. Additional Basic Science Fields Where Concerns Regarding Reproducibility Have Been Raised

<table>
<thead>
<tr>
<th>Discipline</th>
<th>Issues Raised</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuroscience</td>
<td>Low statistical power; small sample size</td>
<td>Button et al (2013)56</td>
</tr>
<tr>
<td>Genomics/bioinformatics</td>
<td>Irreproducibility of high-profile studies</td>
<td>Sugden et al (2013)42</td>
</tr>
<tr>
<td>Stem cell biology</td>
<td>Lack of reliable, quality data</td>
<td>Plant &amp; Parker (2013)43</td>
</tr>
<tr>
<td>Oncology, in vitro testing</td>
<td>Use of clinically unachievable concentrations</td>
<td>Smith &amp; Houghton(2013)44</td>
</tr>
<tr>
<td>Chemistry lead-discovery</td>
<td>Artifacts; false positives and negatives</td>
<td>Davis &amp; Erlanson (2013)45</td>
</tr>
<tr>
<td>Computational biology</td>
<td>10 common errors</td>
<td>Sandve et al (2013)46</td>
</tr>
<tr>
<td>Pathology/Biomarkers</td>
<td>Biospecimen quality</td>
<td>Simeon-Dubach et al (2012)47</td>
</tr>
<tr>
<td>Organizational psychology</td>
<td>Suppression of negative studies</td>
<td>Kopes &amp; McDonald (2103)48</td>
</tr>
<tr>
<td>Observational research</td>
<td>0/52 hypotheses confirmed in randomized Trials</td>
<td>Young &amp; Karr (2011)11</td>
</tr>
</tbody>
</table>
In the preclinical arena, there seems to be a wide-spread conscious or unconscious belief that a rigorous research process, that follows what most would consider standard scientific methodology (blinding, repeating experiments, inclusion of positive and negative controls, use of validated reagents, etc.), may stifle the creative, innovative act of discovery. That is clearly not the case. An unexpected, unexplained observation that serves as the first hint of something new should be tested rigorously. It should be repeated and carefully confirmed before it is announced to the world. Unfortunately, that is seldom the case. Instead, it would seem that many investigators feel the need to immediately rush into print with an unconfirmed, and unconfirmable, finding.

It is probably relevant to note the evidence that investigators who are assured of more consistent, stable laboratory funding are less likely to succumb to the pressures of fraud. It seems reasonable to extrapolate and suggest that may also be the case for investigators who enjoy similar guaranteed research funding, they too may be less inclined to take shortcuts with their experiments and use questionable or substandard research practices. Perhaps somewhat paradoxically then, it is reasonable to expect that if research funding per capita (per investigator) decreases further, we should expect that this problem will be even more evident: the need to be first, with its concomitant rewards, will trump the need to be right.

**What Can be Done?**

Addressing this challenge may require a multipronged approach, there is no single solution, and there are several initiatives underway that may have a positive effect. What seems to emerge repeatedly is a failure for individual researchers, reviewers, and editors to comply with agreed, well-established guidelines for the conduct of experimental research. While there is no direct incentive for investigators to comply, it seems that generally they do not.

**Agreed Recommendations for Pharmacology Studies Are Overlooked**

There have been calls for a more rigorous approach to experimental design with some disciplines devoting considerable effort to addressing the inability to translate preclinical research into clinical success. For example, in the field of pharmacology an effort to improve the quality of animal studies, investigators have argued for a focus on hypothesis-testing research, a prospective, rigorous, research plan for preclinical studies, training and more appropriate use of statistics, and performance of requisite studies, such as pharmacokinetic analyses before any evaluation of potential efficacy. These recommendations are widely endorsed and supported. Henderson et al came to similar conclusions after their re-analyses before any evaluation of potential efficacy. These recommendations are widely endorsed and supported. Henderson et al came to similar conclusions after their re-analyses before any evaluation of potential efficacy.

Although these are key to the appropriate interpretation of animal studies, they are still widely neglected. One particularly troubling study found that only 9% of studies used the correct experimental unit in their analyses and, further, that the behavioral variation between litters of mice was greater than the reported treatment effect. This failure to adopt well-recognized, widely supported guidelines begs the question: how does the community ensure that key recommendations are integrated into the research effort? How is this monitored?

**Data Disclosure and Omics Research: Guidelines Are Ignored**

Another area that has received attention is the analysis of large data sets and the computing tools that are required to analyze them. There are several common issues with omics research.

It was recognized over a decade ago that experiments involving array technology were potentially fraught with problems. To address this, a requirement for mandatory full data deposition was recommended in 2001 and quickly adopted by many journals. This minimum information about a microarray experiment standard has been widely accepted by investigators and journals. However, despite being accepted as the desired norm over a decade ago, compliance remains a problem.

An analysis of data from high-profile microarray publications that appeared between 2005 and 2006 in Nature Genetics reproduced the results of only 2 of 18 reanalyzed papers. The principal reason for failure was lack of availability of original raw data. A study of 127 articles on microarray studies published between July 2011 and April 2012 revealed that ≈75% were still not minimum information about a microarray experiment compliant. Furthermore, reanalysis of data often did not support the original conclusions. Similar observations have been made by others. An analysis of 500 papers in the top journals across scientific fields (those with highest impact factors) revealed only 9% deposited full primary data online.

It is noteworthy that both the National Science Foundation and the National Institutes of Health have strongly worded statements requiring data set disclosure and software sharing, but neither is consistently enforced: compliance still remains at the discretion of the investigators.

In addition, the majority of journals surveyed (105 of 170 journals) in a recent evaluation failed to comply with the 2003 National Academies report requiring that journals clearly and prominently state (in the instructions for authors and on their Web sites) their policies for distribution of publication-related materials, data, and other information. Similar calls have come from many directions and with a plea to support only those journals that support reproducible research. These studies reinforce the importance of access to primary data. Moreover, the data suggests that a reluctance to provide such access is a marker of a lower quality study.

There are additional issues with omics research beyond access to the data and specific recommendations have been proposed to address these, in particular regarding the need to perform independent validations of all findings that emerge from these analyses.

Substantive issues still persist in studies involving large data sets. As a recent example, when the activity of 15 oncology drugs was directly compared in large pharmacogenomics studies from 2 independent data sets, one generated at the Dana-Faber Cancer Institute and the other at the Massachusetts General Hospital, there was little or no...
consistency, even though the same 471 cell lines were examined. Although the lack of consistency might have been attributed to differences in the cell lines that were used, this seems unlikely. Rather, it probably represents a lack of standardization of the experimental assays and methods of analysis.

We Get What We Incentivize

It is interesting to observe what has happened in the psychology literature. Some of the most provocative psychological experiments were not able to be replicated. For example, the alleged effect of positive or negative priming was not confirmed when experiments were rigorously repeated. The publication of this negative result is unusual. Instead, investigators have noted that the rate of positive results in psychological science (as in many biomedical fields) is approaching 90% to 100%. Most hypotheses are confirmed, and skeptics have concluded that we are either “approaching omniscience or our journals are publishing an unrepresentative sample of completed research.” It is likely that this bias toward studies that confirm a favorite hypothesis spans the scientific spectrum. An analysis of 525 preclinical stroke studies revealed that only 2% reported a lack of effect on stroke, which led the authors to conclude that serious publication bias may exist. In another analysis of over 4445 data sets involving animal studies of neurological diseases, it was similarly concluded that perhaps the majority of the data were either suppressed or recast in a way that truly negative studies would be published as positive results—there were just too many positive results published to be true. Correspondingly, although the large majority of interventions for neurological diseases seemed effective in animal studies, few had favorable results when tested in humans.

Further, the recognition that in psychological research using several smaller, underpowered samples is more likely to provide a positive result through selective analysis and outcome reporting than using a larger appropriately powered sample also permeates other biomedical fields. Similarly, the powerful incentives that favor novelty over replication are certainly not unique to psychological studies. In an attempt to proactively address these concerns, the reproducibility project has been created. This is a large-scale, cooperative effort to examine reproducibility in psychology studies and could serve as a template for other disciplines.

Several thoughtful suggestions have been made by many investigators, some of which are listed in Table 3. Although a systematic review of the literature was not performed, there is substantial concordance in terms of these recommendations, with a commonality across diverse disciplines and research stage. The fundamental problem with most, if not all, of these proposals is the requirement for investigators, institutions, and journals to willingly comply: it is not at all clear how reasonable recommendations will be implemented or monitored while they remain voluntary. Conversely, were they to be mandatory, then one has to examine carefully how they would be enforced and by whom. The details of how to make these changes work can have a major effect on their efficiency.

Additional Initiatives

There are several other initiatives underway to try and aid this process. We list here a few examples. The Neuroscience Information Framework was created to define resources available to the research community to further neuroscience research. Investigators studying spinal cord injury have defined the minimal information about a spinal cord injury experiment in an attempt to improve the outcomes of spinal cord injury research. They have proposed the inclusion of specific experimental details in addition to more general elements of study design, such as experimenter blinding, randomization of animals, cohorts of sufficient size, inclusion of controls.

The Global Biological Sciences Institute aims to establish a set of harmonized, consensus-based standards that can be applied to commonly used research tools. An agreed set of validated tools would represent a significant advance. But even with validated tools, having them accepted will be a challenge. This is illustrated by the MDA-MB-435 cell line that has hundreds of citations falsely identifying it as a breast cell. Despite definitive reports identifying this as a melanoma cell, at the time of writing, since 2010, there have been over 170 reports continuing to falsely identify it as a breast cell and only 47 reports correctly identifying it as a melanoma cell (Begley unpublished). A curated data set that is publicly available with a list of readily searchable reagents could go a long way to helping address this type of problem.

Another recent project is the Reproducibility Initiative, which seeks to examine the replicability of the top 50 most impactful cancer biology studies published between 2010 and 2012. This initiative is exploratory and may offer useful insights. It potentially offers the opportunity to debate and clarify within the scientific community what constitutes adequate and appropriate replication, who should perform these replication studies, and how they are best performed.

Academia.edu is taking a different approach, attempting to build an alternative publication system where papers are made available promptly and with the peer review process taking place postpublication. They also hope to make research freely available.

These efforts are all still at an embryonic stage, and although their value remains to be determined, it is heartening to see the broad-based approach that is being adopted by the scientific community.

The National Institute of Health has indicated that it too will take several steps, including additional training within the National Institute of Health intramural program, a more systematic review of grant applications, more transparent access to data, an online forum for discussion of published papers along with other measures under consideration. Of these, perhaps the most important is the focus on education. This is a crucial initiative. It is essential that the next generation of researchers is better trained in terms of design, execution, and interpretation of experiments. A key component of this effort will need to be instruction in terms of appropriate selection and cleaning of data for presentation. This initiative will help address the concern that junior researchers may not receive adequate personalized training or mentoring if they are
in laboratories where the principal investigator is unable to provide individual attention on a regular basis.

**Realistic Prospect for Change?**

Despite the clear challenges that we face, it is worth recalling that substantive changes have taken place over recent decades in clinical trials processes, and similar progress may also be achieved for preclinical research. Although it has taken a long time to reach wider consensus about the importance of proper randomization, blinding (when feasible and appropriate), and registration in clinical trials, these are now widely accepted as the norm, and failure to comply (eg, nonregistration) is penalized (eg, by inability to publish in most major journals). When these changes were being introduced, some physicians expressed concern, at least privately that these changes would stifle clinical research. In fact, this has introduced a new level of reliability and confidence in the clinical research effort. There are still multiple challenges of course. The public availability of clinical trial data remains suboptimal.95,96 Research protocols and full study reports remain difficult to access. Transparent access to key data that underpins clinical conclusions remains to be broadly addressed.9 Plus many clinical trials remain nonrandomized without any good reason, especially in phase I and II research.97 However, despite these real concerns, the current status of planning, execution, and interpretation of clinical trials is different and probably substantially improved to what it was several decades ago and vastly superior to the situation in preclinical research.

At this time, the level of control, rigor, and accountability seen in clinical trials (even with their residual deficiencies) is currently unimaginable in the preclinical arena where much still remains at the discretion of the individual investigator. Although it seems unlikely that this pattern can continue, the notion of increased oversight of preclinical studies has long been proposed.88,90 The current model of investigator self-regulation and self-censoring does not seem to be serving the scientific community well enough. Although clinical and preclinical research do have major differences, many of the lessons learnt from clinical research may also be considered for more systematic application in preclinical research.

In addition to the changes that have taken place in clinical practice, it is important to recall the changes that have been successfully introduced into basic and preclinical research. Many of these are now integrated into standard research practice and are accepted as routine procedures. As a result, there are now appropriate limits on handling of radioactive materials, recommendations regarding DNA cloning, committees to ensure appropriate research access to human tissues, safeguards to protect investigators when using human samples, guidance regarding use of retroviruses, regulations on experiments with embryonic stem cells, and committees to ensure appropriate treatment of animals in research. The introduction of each of these was associated with some increase in bureaucracy and significant reluctance on the part of some investigators: the introduction of regulations and controls for DNA cloning was hotly debated in the early 1970s. At that time, Watson strongly opposed regulatory protocols, whereas other scientists, including Singer and Berg, took the lead on promoting a responsible approach to the young field.92,93 There are obvious parallels in the current debate regarding the extent and importance of reproducible science.94

Once guidelines and regulations are introduced, these measures have typically remained in place. However, at least for some (eg, controls on DNA cloning and embryonic stem cells), controls have become more relaxed in the light of new scientific information and a changing social and biomedical environment.92-95

Although it is not possible to demonstrate a direct improvement in the research enterprise as a result of these changes, for those who recall the time before their introduction, it seems self-evident that there is improved investigator safety as a result of training in use of radioactive materials and safeguards regarding potential infectious agents. It seems intuitively obvious that these changes have resulted in improved animal care and better protection for patients’ rights. But there is no doubt that this came at a cost in terms of increased bureaucracy, increased demands on investigators’ time, and increased institutional responsibility.

**Role of the Editors, Reviewers, and Journals**

It has been argued that editors, reviewers, and the journals must take substantial responsibility for the current situation.96 Many of the perverse incentives that drive scientific

---

Table 3. **Some Proposals to Improve Experimental Rigor and Quality in Preclinical Research**

<table>
<thead>
<tr>
<th>Proposal</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>Editors solicit replication bids</td>
<td>Wagenmakers and Forstman (2014)</td>
</tr>
<tr>
<td>Plea to improve editorial standards</td>
<td>Multiple, eg, Kraus (2014), and Refs. 56-72</td>
</tr>
<tr>
<td>Reward quality rather than quantity</td>
<td>Kraus (2014)</td>
</tr>
<tr>
<td>Emphasis on hypothesis testing research</td>
<td>Winquist et al (2014)</td>
</tr>
<tr>
<td>Prospective, rigorous experimental plan</td>
<td>Kenakin et al (2014)</td>
</tr>
<tr>
<td>Improved understanding of statistics</td>
<td>Marino (2014), Vaux (2012)</td>
</tr>
<tr>
<td>Improved experimental design</td>
<td>Henderson et al (2013)</td>
</tr>
<tr>
<td>Systematic reviews of animal studies</td>
<td>Hooijmans &amp; Riitkos-Hoitenga (2013)</td>
</tr>
<tr>
<td>Use clinically relevant concentrations</td>
<td>Smith &amp; Houghton (2013)</td>
</tr>
<tr>
<td>Consider litter effects</td>
<td>Lazic &amp; Essioux (2013)</td>
</tr>
<tr>
<td>Recommendations to improve computational biology</td>
<td>Sandve et al (2013)</td>
</tr>
<tr>
<td>Focus on reproducibility in training, grants, journals</td>
<td>LeVeque et al (2012)</td>
</tr>
<tr>
<td>Microarray analyses: Provide data access</td>
<td>Witwer (2013)</td>
</tr>
<tr>
<td>Psychology: open data, methods and workflow</td>
<td>Nosek et al (2012)</td>
</tr>
<tr>
<td>Judge academics on quality, reproducibility, sharing</td>
<td>Ioannidis et al (2014)</td>
</tr>
<tr>
<td>Greater institutional responsibility</td>
<td>Chan et al (2014)</td>
</tr>
<tr>
<td>Apply greater skepticism to new technologies</td>
<td>Glaeser (2006)</td>
</tr>
</tbody>
</table>
Several journals have introduced new Guidelines for Authors and made specific proposals that attempt to address the problems in preclinical scientific methodology identified above. These Guidelines attempt to increase the focus on replication, reagent validation, statistical methods, and so on. This should make it more difficult for papers to be accepted as the journals will require additional controls and validation. Complying with these requirements will increase the effort of investigators, but the literature may become more reliable. New standards should hopefully improve the quality of scientific publications. However, it is again worth noting the difference between having standards in place and ensuring those standards are met: this continues to prove to be a problem.

Monitoring the effect of policy changes is warranted: there is no value in simply increasing the burden of bureaucracy. It is possible that some new policies may have the best intentions but may result in inadvertent adverse consequences. There is also the potential of normative responses where investigators focus their attention on satisfying whatever new checklist item is asked of them, but fail to improve the overall agenda of their research.

Given that most initiatives for making changes are done within single journals or scientific subfields, there is fragmentation and lack of consistency in the messages given and in the policies that are adopted. For example, despite the improvements in Guidelines to Authors, and despite the decades-long recognition of the need for investigator blinding, there seems to still be a general reluctance to demand blinding of investigators even when subjective end points are assessed. As with this journal, even the journals that have reworked their Guidelines to Authors still do not demand blinding of investigators in the evaluation of subjective preclinical data. In contrast to clinical trials where blinding is not always feasible or practical, in most preclinical investigations, blinding should be straightforward to adopt (with few exceptions). This oversight is difficult to comprehend, but presumably it reflects a reluctance and resistance from the investigator community.

There have also been specific editorial proposals to focus on rewarding investigators for scientific quality rather than quantity, reward confirmatory experiments, and publishing negative data, perhaps even preferentially so. The proposal to reconsider the need to find clinical relevance in early stage research is particularly intriguing. Although these recommendations make intuitive sense, a major challenge is how they would be introduced and how their effect would be evaluated. Another suggestion is that editors could openly solicit replication studies for findings of particular relevance, with a bidding-process and requirement for rigorous experimental approach. However, the laboratories that are likely to respond to such a request may not be the ideal laboratories to perform such studies.

Although it is easy to point to the journal editors and reviewers as the principal area for improvement, this ignores the fact that the publication of data is the final step in a lengthy process. Reviewers can have no knowledge as to what data investigators have chosen to exclude. Reviewers cannot know whether data was strung together post hoc simply to create the best story. Of necessity, they take the work at face value. Further, there is little recognition for reviewers who diligently undertake their work: they have many demands on their time, and reviewing an article may be the lowest priority. In fact, the reward for conscientious reviewers may be a disproportionate increase in reviewing requests!

Finally, particularly in the top-tier journals, there is a clear emphasis on the exploratory investigations that are at the heart of this problem. These are forgiven the same level of rigor that is demanded of hypothesis-testing studies yet in terms of their prognostic value, they are most directly comparable to Phase 1 clinical studies. Although the focus on exploratory investigations is understandable, after all they generate scientific buzz, they should be labeled for what they are and viewed with the high level of skepticism they deserve.

### Table 4. Issues That Could Be Addressed by a Policy of Good Institutional Practice for Basic Research

<table>
<thead>
<tr>
<th>Focus</th>
<th>Proposal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students/post-doctoral fellows</td>
<td>Core training in experimental methods and experimental design; data selection; data analysis; blinding; inclusion of controls; statistical interpretation; reagent validation; experimental replicates and repeats</td>
</tr>
<tr>
<td>Investigator</td>
<td>Requirement that subjective end points are assessed by blinded investigators</td>
</tr>
<tr>
<td>Institution</td>
<td>Guidelines for dealing with fraud</td>
</tr>
<tr>
<td></td>
<td>Independent committee to review compliance</td>
</tr>
<tr>
<td></td>
<td>Requirement that raw data will be made available on request</td>
</tr>
<tr>
<td></td>
<td>Guidelines for recording of laboratory notebooks</td>
</tr>
<tr>
<td></td>
<td>Random reviews of laboratory notebooks</td>
</tr>
<tr>
<td></td>
<td>Transparent promotion process that weighs quality above flashy, nonreproducible research; rewards mentoring and training</td>
</tr>
</tbody>
</table>

publications, and thus build and sustain careers, could be more closely regulated at this level.

There have also been specific editorial proposals to focus on rewarding investigators for scientific quality rather than quantity, reward confirmatory experiments, and publishing negative data, perhaps even preferentially so. The proposal to reconsider the need to find clinical relevance in early stage research is particularly intriguing. Although these recommendations make intuitive sense, a major challenge is how they would be introduced and how their effect would be evaluated. Another suggestion is that editors could openly solicit replication studies for findings of particular relevance, with a bidding-process and requirement for rigorous experimental approach. However, the laboratories that are likely to respond to such a request may not be the ideal laboratories to perform such studies.

Although it is easy to point to the journal editors and reviewers as the principal area for improvement, this ignores the fact that the publication of data is the final step in a lengthy process. Reviewers can have no knowledge as to what data investigators have chosen to exclude. Reviewers cannot know whether data was strung together post hoc simply to create the best story. Of necessity, they take the work at face value. Further, there is little recognition for reviewers who diligently undertake their work: they have many demands on their time, and reviewing an article may be the lowest priority. In fact, the reward for conscientious reviewers may be a disproportionate increase in reviewing requests!

Finally, particularly in the top-tier journals, there is a clear emphasis on the exploratory investigations that are at the heart of this problem. These are forgiven the same level of rigor that is demanded of hypothesis-testing studies yet in terms of their prognostic value, they are most directly comparable to Phase 1 clinical studies. Although the focus on exploratory investigations is understandable, after all they generate scientific buzz, they should be labeled for what they are and viewed with the high level of skepticism they deserve.

### Back to the Beginning: Improving the Grant Review Process

Although a major part of the problem relates to our current system of scientific publishing, this is just the final stage of the research process. What we really need perhaps is a much more stringent focus on the grant approval process. Research
funding agencies have primary responsibility for reductions in waste that emanates from how precious research funds are invested.5

As with those who review scientific papers for publication, Grant Committee Members are busy people who are seldom recognized or rewarded for a detailed, careful review. There is evidence that the grants that are funded have more similarity in their themes to the interests of the study section members than unfunded grants.100 Grant reviewers may be more likely to suffer from allegiance-bias favoring grants that align with their own beliefs and interests. There is also some evidence that current grant review is inefficient and is not receptive of the box innovation. Different approaches to allocation of research funds have been proposed.102 Many of those would focus more on judging the merit of people rather than projects.

In judging the merit of people, it is important to identify rigorous metrics that reward quality and reproducibility rather than volume and quantity. A PQRST index has been proposed for evaluating investigators102 from the initials of productivity, quality, reproducibility, sharing, and translational potential. Consideration of these dimensions may improve the current situation. However, assessment of quality may be one of the most difficult aspects of judging the work and track-record of an investigator. Such assessment may require more transparent availability of information about the study design and conduct of previous studies by an investigator. It also requires some consensus on what are the key quality features that are more important in each field (eg, whether experiments were performed blinded, with appropriate reagents, experiments repeated, whether data sets are publicly available, etc).18 In this regard, it is again worth noting the relative concordance of ideas across fields as to what constitutes quality research (Table 3). Quality indicators that acquire power to inform funding decisions are expected to improve: the adoption of a quality score would provide a powerful incentive for scientists to improve their performance specifically in the dimensions captured by that score. Optimistically, if these indicators are selected wisely and they represent the quality of the work well enough, there is a real possibility that the quality of proposed and conducted research will truly improve. More pessimistically, investigators may just see this as another checklist they have to satisfy that has no real effect on improving their research.6 Again, a monitoring component would be key to include alongside a change in process that attempts to recognize quality. The general issue is currently under consideration by the National Institute of Health leadership50 and provides some optimism that quality indicators will factor in to the grant review process going forward.

One simple proposal is that Committees should expect that all subjective analyses will be performed by blinded investigators. There should also be a requirement that reagents are validated, that a minimum number of replicates will be evaluated, and that appropriate controls will be included.18,37 These requirements should be explicitly stated and include a rigorous defined research plan.38 Unfortunately, these aspects of a research proposal are frequently regarded as trivial and are taken for granted: it is assumed that if the idea is a good one, that rigorous and careful scientific method will be used.

### Institutional Responsibility

The principal responsibility for research findings rests with the investigator and their host institution. Currently, science operates under the trust me model that is no longer considered appropriate in corporate life nor in government.72 It has been argued that there is also a need for institutions to take a greater leadership role.9
One proposal is that for Institutions that receive federal research funding, there should be an expectation that they will comply with Good Institutional Practice (analogous to, eg, Good Manufacturing Practice or Good Laboratory Practice). This would ensure that Institutions commit to and are recognized and rewarded for ensuring a minimum research standard among their employees. A disadvantage is that this will necessarily increase the burden on investigators and Institutions. It is essential to pick the right targets or what items to include under Good Institutional Practice and to avoid simply worsening research bureaucracy. In addition to improving the overall quality of our research endeavor, many of these recommendations would/should have immediate benefit to the Institution itself both in terms of the quality of personnel that they attract and the ability to commercialize their research (see Table 4 for illustrative examples).

Institutions could have a stated policy regarding their expectation for research quality conducted within their laboratories. For example, this may include a requirement that subjective end points are only evaluated by investigators blinded to the experimental arms. When the issue of blinding of experiments is discussed with principal investigators, a common concern is that multiple investigators are required for blinding to be effective. This of course is the point. Within an individual laboratory, this may require that students and postdoctoral fellows work together on a project. Although sharing a project and sharing data are contrary to the prevailing ethos in many laboratories, working together on the same experiment provides a level of cross-checking, cross-validation, and objectivity that would be beneficial.

The institution has a responsibility to staff, students, and postdoctoral fellows. Compulsory annual refresher training for all principal investigators in experimental design, use of controls, use of validated reagents, data selection, statistical tests, and so on should be the norm. There should be similar training in experimental methods for junior researchers: this is an area where there is room for improvement even among highly regarded institutions.

Institutions may also contribute toward improving transparency standards, for example, by adopting policies, indicating that raw data should be made available on request.

Institutions may also serve the goal of improving research credibility and efficiency if they adopt appointment and promotion standards that, instead of relying on publication in top-tier journals as a surrogate for quality, recognizes the importance of reproducible research findings rather than flashy, unsubstantiated reports.

Although many investigators are clearly able to self-regulate, self-monitor, self-censor, many others are not. For those investigators, we suggest their institution could have processes to ensure that there is an additional level of control that can act as a safety net to ensure the most appropriate scientific behaviors.

Conclusions
It is impossible to endorse an approach that suggests that we proceed with an ongoing research investment that is producing results the majority of which cannot be substantiated and will not stand the test of time.

It is time to rethink methods and standardization of research practices. These subjects are not nearly as superficially exciting as the exploratory studies that often seize wider interest, but their effect can be far more pervasive across the research enterprise. Clearly not all investigators agree. Many agree with the view that we cannot afford to put programs of discovery on hold while we do a rethink on methods and standardization. We offer a different perspective. If this means (and it probably does) putting some alleged advances on hold, that is completely appropriate if these touted advances are not really reproducible and truly useful. If this means (and it probably does) increasing the investment in research training and research infrastructure at the short-term expense of more bench research, that is also appropriate if the investment will eventually improve the yield of whatever bench research is done.

Corrective actions may need to involve several of the stakeholders discussed above in combination (see Table 5 for some specific recommendations). For example, if funding agencies make some right steps but these are not adopted by institutions or journals, the benefit may not be reaped. We also need to recognize that although there are many good ideas on how to improve research practices, their exact implementation can be a challenge. Evidence, ideally from experimental studies, on the effect of changes in research practices would be important to obtain and the effect of proposed changes should be properly monitored.
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